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AbstrAct: Nowadays, job application is more preferred online than paper resumes. Smart Evaluation on Job Vacancy 
Application System (SEJVAS) has been developed by using Rapid Application Development (RAD). In this paper, new designs 
of the job vacancy application module are presented by using UML diagrams. In addition, this system applies the Rule-based 
technique in order to generate a shortlist for the job applications file that fulfills the company requirement. SEJVAS has been 
developed by using php programming language, php myadmin for the database and css for the interface. It can screen a 
range of applications and generate a short list of applicants to call for an interview. The simulation result shows the right 
candidate for the right profession can be selected without the worry of cost and time consuming.
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1. Introduction

Today’s hiring procedure involves a lot of people, paper work and time. The applications received for a vacant  job are often 
countless. The company also has to hold time-consuming meetings to go through all the applicants that fulfill the minimum 
qualifications from the unsuitable. The process of evaluation and hiring decision making often takes weeks. Hence, a system 
that can cut the time and cost in this field is necessary. To assist in the process, the utilization of information technology, 
automated software and database can provide efficiency and effective solutions to the problems of mass data and informa-
tion handling [1, 2]. 

Expert knowledge is often represented in the form of rules or as data within the computer. A rule- based system consists of 
IF-THEN rules, facts, and an inference engine controlling the application of the rules based on the facts [3]. Rapid Applica-
tion Development (RAD) was developed initially by James Martin in the 1980s [4]. The RAD approach involves conciliation 
in usability, features, and execution speed. In the design phase through RAD, information gathered from the requirement 
and analysis are defined in a visual representation of the system. The system design includes developing action diagrams 
that define the interactions between processes and data and workflow of the intended system. The workflow and procedures 
of the job vacancy application module by deploying four types of UML diagrams include Use case, flowchart, sequence 
diagram and state diagram.

The Rule-based technique, also called Knowledge-based technique is a conventional rule-based expert systems using human 
expert knowledge to solve real world problems that normally would require human intelligence[5]. Online Job Application 
(OJA) system also used Java Server Pages (JSP) a server-side technology used to make the HTML more functional, and 
used in dynamic database queries. A Decision Support System (DSS) is a group of computer-based information systems 
including knowledge based systems that support decision making activities [6]. There are many approaches in DSS; one of 
them is Artificial Intelligence (AI). 

The Smart Evaluation on Job Vacancy Application System (SEJVAS) based on Rule-based expert system technique. This 
technique is applied to check the applications for applicants that fulfill the minimum qualification for the job and eliminate 
the not. The rule-based technique is also able to sort the suitable candidates according to the degree to which he/she is more 
suitable for the position using merit value. Hence, produces a more reliable decision-support results from which the admin 
can select the candidate to call for an interview. The Smart Evaluation for Job Vacancy Applicationwas developed for Bina 
Integrated Technology Sdn. Bhd. 
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2. Methodology 

The objective of Smart Evaluation for Job Vacancy Application is to develop a successively running web application for the back-end user 
only [7]. Knowledge base contains knowledge concerning the problem-solving area of domain. Knowledge of the domain is presented in 
IF (antecedent) THEN (consequent) form. The rules in the knowledge base are retrieved from the Position requirement table. The Data-
base contains the database whereas to match against the rules stored in the Knowledge base. The data in the Applicant’s table is weighed 
against the data in the knowledge base. When the antecedent part of a rule is satisfied by a fact, the consequent is said to be fired. For each 
antecedent that is fulfilled, a consequent of merit or weight is assigned. The inference engine carries out the reasoning. The applicant’s 
database is screened and applications that do not fulfill the minimum qualifications are dismissed from the workflow. While applications 
that fulfill the minimum requirements of the position are then sorted according to the degree to which they are qualified. The system then 
displays the decision-supported results of the process. A system admin then selects which applicants are most suitable candidates for the 
job. The applicants who are not suitable are discharged from the workflow. 

2.1 Rapid Application Development 
Rapid Application Development thus enables quality products to be developed faster, saving valuable resources. The RAD 
process model consists of five (5) phases, which are: Requirement and analysis; Design; Implementation; Testing; and De-
ployment RAD is a methodology for compressing the analysis, design, build, and test phases into a series of short, iterative 
development cycles. Iteration allows for effectiveness and self-correction. Studies have shown that human beings almost 
never perform a complex task correctly the first time. However, people are good at making an adequate beginning and then 
making many small refinements and improvements. This has a number of distinct advantages over the traditional sequential 
development model which has a rigid order of stages. 

Unified Modeling Language (UML) is a standardized specification language for object modeling. A UML model is a graphical 
notation used to create an abstract model of a system. The workflow and procedures of the job vacancy application module 
is defined using UML diagrams;

 i. Use case
ii. Sequence diagram
iii. State diagram
iv. Flowchart

2.1.1 Use Case
Figure 2 shows the interaction between the Job Vacancy Application module use case and the actors. The actors consist of 
two (2) actors which are; Applicant which is the class of all applicants who apply for the job and Admin which refers to the 
system admin. 

Figure 1. Block diagram of the Smart Evaluation for Job Vacancy Application system

 

 
 

Figure 2. Use case diagram for Job application process
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The Job vacancy application use case is initiated by the applicant where the applicant submits his/her application to the 
system. The Job vacancy application module screens the applications and rules out applications that do not qualify with the 
minimum qualifications. The Job vacancy application module then sorts the possible candidates according to the criteria 
required for the job. The Job vacancy application module then delivers the decision-supported results to the system admin 
where the admin selects which applicant is most suitable for the job. The job vacancy application starts when an applicant 
submits an application. The job vacancy application module automatically screens all the applications for a suitable applicant 
that fulfill the minimum requirement for the job such as; minimum CGPA of 3.00, minimum work experience more than 1 
year, etc. Applications that do not fulfill the minimum qualifications are dismissed from the workflow. While applications 
that fulfill the minimum requirements of the position are then sorted according to the degree to which they are qualified. The 
system then displays the decision-supported results of the process. A system admin then selects which applicants are most 
suitable candidates for the job. The applicants who are not suitable are discharged from the workflow. The flow chart ends 
with the suitable candidates are sent an email to call for an interview.

2.1.2 Sequence diagram
One of the types of UML diagram is the sequence diagram. A sequence diagram shows different processes or objects that 
run simultaneously as parallel vertical lines and the messages exchanged between them in the order in which they occur [2]. 
Figure 3 displays the sequence diagram for the job vacancy application module.

This is the scenario for the job vacancy application process. The list of sequence from the diagram is:

a. The Job vacancy application module screens the applications submitted and dismiss applications that do not fulfill the 
minimum qualifications.

b. The Job vacancy application module sorts the competent applications.

c. The Job vacancy application module displays the results to the administrator.

d. The Administrator selects the most suitable applicant for an interview.

e. The Job vacancy application module sends an email to the interview candidate to call for an interview.

2.1.3 State Diagram 
The state diagram, also known as the activity diagram in UML 1.0, is categorized under the Behavior diagrams in the UML 
diagram which emphasize what must happen in the system being modeled. A state diagram describes all of the possible states 
of an object as events occur. Figure 4 represents the state diagram for the job vacancy application module.

Figure 3. Sequence diagram for Job vacancy application module

Figure 4. State diagram for Job vacancy application module
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The arrows in Figure 4 represent transitions, from one state progressing to another one state. Transitions are the result of the 
invocation of a method that causes an important change in state. The filled circle refers to the initial state of an application. 
However, when an application in the Applied state is screened, it can either change into the Rejected state or the Accepted 
state. An application is in the Rejected state when it is not qualified in the screening process using the Rule-based technique. 
The application in the Accepted state change to the Confirmed state when it engages with the sort by criteria method where 
the Confirmed state is verified to change into the Interviewed state if approved or Rejected state if denied. The hollow circle 
containing a smaller filled circle indicates the final state of the application.

2.2 Rule-based Expert System Technique 
The Rule-Based Expert system technique is the shell of knowledge-based systems. By associating the initiated rules with the 
database objects it is possible to build models and to apply these models to real world problems. Expert knowledge is often 
represented in the form of rules or as data within the computer. A rule-based system consists of IF-THEN rules, facts, and 
an inference engine controlling the application of the rules based on the facts. 

3. Proposed Method 

SEJVAS is developed for the use of the back-end user only, which is the administrator. The administrator can initiate 
requirements in accordance with the weighting of requirements and the system will examine all applications for the 
ones that are most suitable for the job [8]. The Rule-based expert system technique was implemented into the system 
using PHP language. The facts to be matched up against the rules were the applicant’s data, whilst the rules were re-
trieved from the position’s requirements data. The rules in the knowledge base were partitioned into six (6) categories, 
which are: 

3.1 Prior rules 
The prior rules are the rules that if not satisfied, the respected application will be eliminated from the workflow. The IF an-
tecedent include; nationality, minimum and maximum age range and availability date. For an example, if an applicant does 
not fulfill the Malaysian nationality rule, the applicant will be removed from the process. 

3.2 Highest qualification rules 
In this category, and the categories after, the applicants have already fulfilled the prior rules requirement. The qualification 
rules are the rules concerning the education level of the applicant. This category includes three (3) entities, which are quali-
fication field, qualification level and grade/CPA. 

3.3 Required skills rules 
In the required skills rules category, the IF domain includes the skills required for the position and its level of proficiency. 
For example, the required skill for an enterprise application developer position is MS Sharepoint, and the proficiency level 
is intermediate. 

3.4 Preferred languages rules 
In the preferred language rules category, the antecedent consists of the languages necessary for the position and its level of 
proficiency of 0 to 10. For example, the preferred language for a mandarin columnist position is Mandarin with a spoken 
Mandarin proficiency of 10 and a written Mandarin proficiency of 10.

3.5 Work Experience rules 
Work experience category comprises of three (3) entities, which are; work experience, company industry and position 
level. 

3.6 Salary rules 
The minimum salary rule, the applicant’s requested salary is measured up to the minimum salary for the position.
A flowchart diagram is a graphical notation of a system’s workflow. Figure 5 illustrates the workflow of the job vacancy 
application use case. 

The antecedent and consequent in each category in the knowledge base is defined by an array, and each array carries a merit/
weight that is assigned according to the degree to which an applicant conforms to the position’s requirements. At the end of 
each category, the total of the merit is calculated. For an example, in the highest qualification rules category; 
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At the end of the workflow, each applicant’s degree of suitability to the position is calculated in percentage. Figure 7 shows 
an example of the calculation. After the percentage of each applicant is calculated, the suitable candidates are sorted accord-
ing to the degree to which they fit the position. 

4. Result

This system was developed using several applications and languages including; HTML, CSS, JS, and PHP using Editplus, 
MySQL for the database, Adobe Photoshop CS2 for graphical design, MS Visio for planning and MS Word for documentation. 
The hardware specification needed in the development of the Smart evaluation for job vacancy application system, Pentium 
M 1.73MHz and above, 1GB RAM, Minimum 4 GB free hard disk space, Network Adapter / Modem, DVD Writer 52X. 
There are three (3) tables created for this system; Admin, Position and Applicant. Figure 8-11 show SQL queries executed 
in creating these three (3) tables. Figure 5 refers to the new position page. In this page, the Bina web administrator is able to 
add new positions to offer at Bina Intergrated Technology. 

Figure 9, Bina’s web administrator is able to view all available positions posted. On this page, the admin can edit the position 
requirements, edit status of the position and delete the position. The admin can edit the position by clicking on the position 
title link where he/she will be redirected to the edit position page. The admin can also edit the status of the position (Vacant, 
In process, Closed). By default, the status of the position is ‘Vacant’. Finally, the admin can delete the position by clicking 
on the ‘Delete’ icon. 

Figure 5. Flowchart for job vacancy application module

if ( $applicant_qualification_field = = $position_qualification_field ){ $point[‘field’]=10; } 
if ( $q_field != $row[‘qualification_field’] ){ $point[‘field’]=5; } 
if ( $applicant_qualification_level >= $position_qualification_level ){ $point[‘level’]=10; } 
if ( $q_level < $row[‘qualification_level’] ){ $point[‘level’]=5; } 
if ($applicant_qualification_grade >= $position_qualification_mingrade ){$point[‘grade’]=10; } 
if ( $applicant_qualification_grade < $position_qualification_mingrade){ $point[‘grade’]=5; }
$qualification = (( $point[‘field’] + $point[‘level’] + $point[‘grade’] )/30)*20; 

Figure 6. Antecedent and consequent

$percentage = $qualification + $work + $skills + $languages + $salary;

Figure 7. Total of the merit is calculated
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Figure 10, the admin selects a position title from the dropdown menu and clicks the “Go” button. Then, the system will 
display all the applicants that applied for the respective position. There are many functions in this page. The admin can view 
the text resumes of the applicants by clicking on the applicant’s name link. The admin can also skip the shortlist process and 
mark the applicants he/she want to call for an interview and click the Email button where an automatic email will be sent to 
the applicants. The admin can also rate the applicants where a certain leverage is given to the applicant when the short listing 
process. Finally, the admin can also mark and remove the applicants.

Figure 8. Add new position

Figure 9. Manage positions

Figure 10. Shortlist applications – select position

Figure 11. Shortlist list of applications for a position
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5. Conclusion 

SEJVAS is a web application that applies rule-based decision making to serve the purpose of cutting time and cost of a job 
application evaluation procedure. Current manual employee evaluation mostly relies on file-based method which is inef-
ficient and disorganized. The process of screening these applications for the most suitable for the interview is tedious and 
takes a lot of time. It is particularly time-consuming and tiresome for jobs that receive a wide range of applications. Having 
to go through these applications one by one requires a lot of patience and professionalism. That is why most employee hiring 
decisions are often biased by personal opinions and emotions. Consequently, hiring the wrong person for the job will result 
in a waste of resources or even lose a lot of money. 
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ABSTRACT: This paper reviews the perennial problem of knowledge management / information integration in large scale, 
complex and knowledge intensive organisations such as automotive industries. Automotive industry is under increased 
pressure to produce low cost customised products using innovative agile manufacturing techniques. Presently this in-
novation has focused on the improved process development between different stages of Product Lifecycle Management 
(PLM). However in terms of implementation the application data management techniques have lagged behind leaving 
these processes disjointed and lacking in automation. Assembly line design and configuration consist of highly creative 
and complex tasks that involve extensive communication and information exchange among distributed teams. At Ford 
the assembly line design or reconfiguration process rely on PLM system to provide necessary information. This paper 
proposes an improved model based on innovation in the PLM to quickly adapt to the new feasible assembly line configura-
tion that satisfies the ever changing user requirements. Building on existing work in the use of ontologies for knowledge 
management, the paper applies these techniques to PLM system. The implementation has been first applied to a prototype 
rig and then around a Ford production line in UK to efficiently exploit PLM systems using a state of the art web service 
infrastructure based upon ontology. 
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1. Introduction

Agile manufacturing in vehicle assembly operations requires rapid configuration and/or re-configuration of assembly lines 
to support high levels of customisation in product design and manufacture� �he adoption of this type of specialised pro-customisation in product design and manufacture� �he adoption of this type of specialised pro- in product design and manufacture� �he adoption of this type of specialised pro-specialised pro- pro-
duction is vital for the future of manufacturing in developed economies [1]. At Ford UK, Loughborough University team 
has been studying relationships between the product design and the production line design phases. It is concluded that the 
information of product design needs to be quickly adapted to machine and line creation. This can be achieved by greater 
integration of production and enterprise knowledge into the manufacturing processes. However in complex, large scale 
production environments legacy systems and vendor specific technologies exist and persist�  �hese systems slow down 
and break up the integration process, making it hard to achieve enterprise level agile processes to support manufacturing/
assembly processes.

The Business Driven Automation (BDA) project [19] at Loughborough University in partnership with Ford Motor Company 
UK focuses on addressing these challenges. The research explores the use of ontologies and recent advances in the semantic 
web technologies in factory automation systems over different lifecycle phases of products. This contribution proposes a 
method by which knowledge can be better managed in automated production systems using the Powertrain automated manu-
facturing environment as an example. Ontology based semantic technologies facilitate the suitable integration of disparate 
knowledge so that it is reusable by legacy applications. 
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2. Related work

2.1 Product Lifecycle Management (PLM) 
Although Product Data Management (PDM) and PLM systems have significantly improved manufacturing efficiencies still 
significant limitations exist in terms of integration and right information retrieval tasks� PLM has its roots in the initial inte-
gration of applications with the manufacturing design process. Data created from CAD software has facilitated designers in 
the electronic creation, reuse and manipulation of product models [2]. The integration of design data in PDM systems has 
emerged to present a means by which distributed access to design data from design teams can be achieved [3]. However this 
combination of electronic design data and localized software management has proven inadequate for demands of increasingly 
streamlined business processes. Pressure soon formed on PDM systems to integrate with other elements of the enterprise 
including non-engineering areas such as sales, marketing and supply chain management [4]� 

Data used in PDM has therefore moved from a focus on product design to a need to present this data in order to enhance the 
wider manufacturing processes [5]. Thus PDM can now be seen as a legacy element of a wider PLM process that encompasses 
all elements of the product manufacturing process including processes and resources.

�o deal with such complexity, PLM has largely developed around vendor specific or project / product specific environments 
[6]. PLM distinguishes itself from other enterprise application systems such as ERP, SCM and CRM by presenting ways to 
enable effective collaboration among networked participants specifically in the product design process [7, 8]� �he enablement 
of PLM integration within and cross organisations in recent years has seen it move into the domain of service orientated 
computing [9]. Using web services, the concept of creating a loosely coupled PLM environment is seen as vital to support 
increasingly globalised manufacturing processes [10]. 

However, the shift to more flexible PLM implementations has been a challenge to both data integration and management� 
Current PLM systems though more flexible and promising to PDM, turned out to be document oriented, vendor specific and 
data management systems rather than knowledge management� Even using PLM, flawed coordination among teams, systems 
and data incompatibility and complex approval processes are common [11,12].

2.2 Knowledge Management and Engineering
Ontologies are often viewed as allowing more complete and precise domain models [20]� An ontology is commonly defined 
as: “a formal, explicit specification of a shared conceptualization” [22]� More specifically, an ontology explicitly defines a 
set of entities (e.g. classes, properties, relations and individuals) imposing a structure on the domain that is readable by both 
humans and machines. As a result, the domain knowledge represented in ontologies assists greater information sharing and 
re-use� Ontologies are developed and used because they enable among others [24]:

•	 to share knowledge - by sharing the understanding of the structure of information shared among software agents and 
people

•	 to reuse knowledge - ontology can be reused for other systems operating in a similar domain

•	 to make assumption about a domain explicit - e�g� for easier communication

Within multi-faceted complex production environments the use of ontologies has great potential to aid knowledge management� 
Ontologies are not only useful for achieving semantic interoperability on the web but also to coordinate a range of disparate exper-
tise for large organisations� More specifically, it will enable different communities to infer the same meaning when information/
knowledge is exchanged across systems� For example, ‘Rolls-Royce Company’ now needs to coordinate information collection 
from various parts of the organisation since it has shifted its focus from selling products to providing services i.e. selling engine 
power instead of engine� In the ‘Integrated Products and Services’ (IPAS) project [21], ontologies of products and processes were 
developed allowing the information representation and sharing during servicing of Rolls-Royce engines� 

Within Ford the same benefits can be realised through the use of ontologies particularly for an assembly line design / re-
configuration� Vendor specific approaches to PLM and integration issues necessarily increase with the size of an organisation 
and ad-hoc integration often leads integration issues to re-emerge [13]� �he PLM approach of working with existing systems 
and data formats may lead to the corralling of data in centralized repositories [14]�

�he rapid development of web services based computing has not only influenced the adoption of common standards to en-
hance business processes across enterprises, but has presented ways of integrating cross-organisational processes� In order 
to aid this integration, the concept of the ‘semantic web’ has been developed to better aid the integration of varying forms of 
distributed data using ontologies [15]� �he purpose of re-configuration is to allow a manufacturing system to change rapidly 
and cost-effectively from its current to a new configuration without being taken off-line, maintaining system effectiveness 
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when product or production changes or breakdowns occur [23]. The integration of different sources of information in PLM 
application at Ford is achieved by means of a common vocabulary defined by an ontology� Linking the ontologies and se-
mantic web services into PLM system will allow greater access to organisational data structures and improve processes and 
productivity at Ford. 

3. Problem 

3.1 Background
The PLM system at Ford is a complex aggregation of several domains working collaboratively to manufacture and assemble 
different variants of vehicles� PLM at Ford is managed using ‘�eamcenter’ that links product data from various CAD / 
CAM repositories. The machines on the line are designed collaboratively with external machine builders. The design format 
between the parties has to be agreed as part of this process and the final design is incorporated into �eamcenter� �he third 
party companies don’t have access to the �eamcenter repository and mostly rely on email based exchange of design data� By 
applying a more automated approach using SWSs, it is envisaged that both time and cost can be reduced. 

3.2 Problem: Powertrain assembly systems
The Powertrain assembly plant and its relationship with PLM has been the core of the research. A typical Powertrain assembly 
process involves hundreds of individual parts and the impact of change in one part may cause a rippling effect in the whole assem-
bly processes. A key role of PLM system should be to detect and manage this change and its effect which was found missing.

In addition, the current reconfiguration approach is largely based on the skill and knowledge of engineers rather than the actual 
process involved� Whenever there is any change in the product it is then essentially engineer’s responsibility to examine the 
needs of the reconfigured system to support the new product� 

4. Case study - implementation 

�he focus of this paper is rapid reconfiguration of assembly lines in Powertrain assemblage through the assimilation of PLM 
data. This has been achieved by integration of services into the PLM tool. To automate (fairly) this task, product (engine) and 
resource (line) link points i�e� dependency relationships need to be defined at early stages of design and made available to be 
searched, analysed and implemented on ‘when and where required’ basis� �his level of integration will link the PLM system 
improvements to both the machine data integration and also to the enterprise computing applications at Ford.

4.1 Environment 
The testing environment is constructed using Festo automation rig components supplied by Ford which use the same interfaces 
as the machines on the Powertrain line at Ford plant in Dagenham, UK. Control of the interfaces was linked to a web service 
enabled control application developed for the SOCRADES EU Framework 6 project [16]. Live data of execution from the 
line is available through web service interfaces on the control application. The Festo Rig can be seen in Figure 1.

Figure 1. Festo Rig layout
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4.2 Ontology
A general layout of the line is captured as ontology and an instance of it is defined as ‘Festo Rig’ with the current layout 
of the prototype line where each component (independent work unit) has had its CAD data translated into ontology. 
This allowed the line components and layouts to be interrogated by SWSs through ontologies. The translation of product 
and resource data in Teamcenter (stored in multiple CAD formats) into the OWL format [18] is achieved via the use of 
ontology design tool Protégé [17]. A visualization of a simple ontology to represent a typical assembly task is illustrated 
in Figure 2. 

�he ontologies facilitate improvement compared to the previous method of human based re/configuration of the line� 
For example, if the user wants to query about all sensor elements being used on a specific workstation or characteristics 
of a workpiece required to carry out a successful assembly operation, can be answered with the help of ontologies and 
services.

4.3 Service Interaction 
In order to demonstrate the use of SWSs and the enhanced use of data in PLM, the rig was implemented with several sup-
porting services. These supporting services provide the function to both support the line design process in PLM and also 
add live analysis of line execution using the data from the orchestrator linked to the rig� �he main simplified elements of the 
system can be seen in Figure 4�

Figure 2. Assembly Process Captured as an Ontology

Figure 3. Ontology of the Festo Rig
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Various collaborative designers, while using PLM, can access the requisite heterogeneous data by using a semantic query 
which would target PLM system through ontology as shown above.

4.4 Constraint Checking
Central to the use of the ontologies is the ability for rules to be conducted on them. For example if a new product is added 
to the line with an increased weight it is imperative that the components in the line can support that weight. Therefore a 
key aim of the services is to quickly check these new constraints and areas where redesign is needed. The core constraints 
defined in the ontology are the product vs� resource dependency relationships� �hese assembly constraints are represented 
explicitly using OWL triples and SWRL rules. For example, assembling crankshaft with block, this assembly operation is 
stored in PLM and can be readily accessed by querying through service and checked against defined rules and constraints 
for changed product as shown in Figure 5.  

5. Use cases

The framework implemented had two main use cases demonstrating the use of semantic web services for knowledge capture 
and it use with the production process. 

5.1 Live System
�he live system uses PLM services to notify events from the line to shop floor engineers / interested parties such as if there 
is a jam on a conveyor or the current load level of the indexing table exceeds etc. This information can then be used by the 
PLM user to aid in the diagnosis of errors in the assembly line. If there are errors the PLM service uses the line ontology to 
find a remedy to treat the error� �his process automates some of the response using the knowledge from �eamcenter (via the 
ontology) in a standardised way which previously was provided by a production engineer.

Using the ontology the PLM services can instruct the control mechanism to notify dependant stations that an error has occurred 
on the line and even request a halt in the production. In the case of a multi routed system the PLM could use the SWRL rules 

Figure 4� Main elements of implemented system�

Figure 5. Rules and dependency relations in ontology
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defined in ontology of the line to diagnose a possible alternative route for the workpiece� Notifications to engineers can be 
enhanced with the PLM services of the line from the ontology and live line data. 

Apart from the direct benefits on the assembly line, the use of the ontology outside of the line will enable the notification of 
other appropriate services in the supply chain. For example in live system the ontology may be used to order a replacement 
part for the line by interrogating the components affected by the error. A supporting knowledge base of previous faults linked 
to probable causes could aid in this process and potentially enhance production output. 

5.2 Production Reconfiguration
Engine assembly line is a highly sophisticated and complex combination of sequential operations and activities which are mostly 
automatic. One of the aims of this research study was to develop methodologies to facilitate Ford company to visualise, model 
and re-configure new/changed assembly line fairly automatically for building new/changed engines� �he emergence of SWSs 
opens new prospects for integrating a wide array of manufacturing resources in a cost effective manner which is implemented 
to reconfigure the line to support a new product� Here the line ontology in its current live configuration is used alongside 
ontologies of the product and equipment. An illustration is shown in Figure 6 where screwing equipment and its ontology are 
captured. This concept was used to capture knowledge of all the equipment in a particular zone of the assembly line.

Based upon the concepts shown in Figure 6, an ontology of a complete zone of Powertrain assembly line with several work-
stations was captured and tested for changed product scenarios, a snapshot of the ontology in graphical form in Protégé is 
shown in Fig. 7.

Figure 6. Screwing equipment vs screwing process ontology

Figure 7. Ontology of the engine assembly line
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Key concepts introduced into the ontology of the line are work piece, work piece characteristics, workstation, workstation 
characteristics, assembly operation, OEM, operator and end product. Based upon these concepts, relations among products, 
processes and resources are established into the ontology. For example, a certain workstation performs particular assembly 
tasks on specific products to achieve a definite objective� With the help of this knowledge in ontology, a quick evaluation of 
many potential configurations is possible as well as the best suited one for a changed product�

5.3 Testing
An initial version of the PLM service was demonstrated on the Ford rig at ‘EU IS� 2009’ event in Lyon, France� Here the 
rig was installed and the PLM services were linked to the control application (Field �ransfer Block- F�B) of the rig� A user 
interface was created to allow the compatibility of new products when applied to the line to be assessed. The report illustrated 
the points on the line that would need to be reconfigured to support the new product using the ontology of the line� A separate 
ontology was created to manage the knowledge associated with line errors in order to improve both response time and error 
detection during commissioning. Again this was demonstrated at the event using a user interface that communicated with 
the PLM service. 

An error case was set up on the rig that brought both of the processes together where a fault on the line was detected and an 
appropriate response was selected by the PLM service. This response involved the selection of a new line for the product and 
the matching that was needed along with the appropriate notifications to ERP, engineers etc� In terms of functionality this 
demo was rather basic but does demonstrate the core concept that both configuration and error responses to events within a 
Ford production line can be enhanced by the use of knowledge captured using ontologies.

5.4 Evaluation
Currently the complex process of designing a line for a new product is both a manual and unpredictable process. The com-
missioning phase takes a large amount of time as the new configuration is slowly tested and errors are ironed out� �he current 
commissioning process can be seen in Figure 8 with caption “AS-IS”�

�he main problems in the process can be seen as the large amount of time taken between line specification and launch along 
with the unexpected costs of the process. A key aim of PLM at Ford has been to improve the speed and reduce costs by improv-
ing the efficiency of the line commissioning process� However the structure of the process can be seen to remain the same� 

Using services to the process can be enhanced using knowledge from the PLM service linked to ontologies. Using ontologies 
the new product specification can be compared to the line layout in a more automated fashion� With the help of ontology, this 
process is becoming smoothened and helping Ford engineers to perform parametrical relationship analysis between engine 
and workstation with relevant assembly processes through ontology. 

For example this approach will automatically pick out any issues with the dimensions of the product and the dimensions of 
certain elements in the line.  These issues can be sent to the product designer and changes can be made before the commis-
sioning process starts� As illustrated in Figure 8, caption “BDA” this reduces process and product development time and 
costs, it also influences the smoothing of the unexpected costs in the reconfiguration process�

Figure 8� Process improvements with knowledge-based PLM
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It is envisaged that adding knowledge to the PLM system the unexpected errors in the line commissioning process could 
be predicted in a more stable way. Thus rapidly increasing the time to develop and commission the product and line. The 
improvements illustrated in Figure 8 will be achieved using services to analyze ontologies of the line and the components 
within it against new product designs in an automated manner. 

6. Future work

The paper advocates the migration from labour intensive integration techniques to more sophisticated ontology based services 
in PLM systems to result intelligent information integration and knowledge reuse. The development and the use of ontologies 
to aid the PLM system in Ford are currently focused on a use case at a specific Ford plant� 

By taking this approach the use of ontologies to express knowledge in the system and aid integration in the PLM process will 
be tested in far more robust way than illustrated in this paper. As a result of these investigations it is the aim of the research in 
the final part of the BDA project at Loughborough University to produce a PLM approach using ontologies to apply to other 
areas of Ford and possibly through multiple ontologies based upon hybrid approach of data integration. In the next phase of 
the project, we will work on updating the ontology automatically as the line or product changes. New concepts, properties or 
values of properties will be extracted from the legacy systems such as PLM systems and added to the ontology automatically 
so the ontology will be dynamically updated. Also, we are planning to study whether ontology and its graphical components 
can be integrated into PLM systems to get the benefits of both�

Ontologies for real world geographically distributed applications could be quite complex and need to be modularized as the 
perspective increases. This modularity would help in easy maintenance and updating of ontologies.

To apply the results of the project in other enterprises or to existing areas of Ford production a retrospective approach at on-
tology capture needs to be defined� �his is a key area of research as the PLM system is a vital source of data for automotive 
industry which is being under-used due to difficulties at integrating the information stored within it� 

7. Conclusion 

This paper describes how existing PLM systems can be used as a Knowledge Management (KM) tool to solve the semantic 
interoperability problem of heterogeneous data. The main objective of PLM as a KM tool is to improve the capabilities of 
technology intensive organisations to monitor and respond to technological and product changes. Using knowledge based 
services a new layer of manufacturing management can be envisaged that will aid the entire production lifecycle. Large 
amounts of product and machine component data exists at Ford in under-utilised databases due to the inability of existing 
integration approaches to systematize and relate the available knowledge.

The development of a series of ontologies to both represent and capture this data will rapidly improve the production pro-
cess in large scale manufacturing/assembly processes� �his approach allows services such as in the case of PLM to better 
understand product and line design allowing this data to feed automated processes to aid agile manufacturing. While some 
basic concepts are proved successfully, room for improvement is acknowledged. The initial aim of our work is to prove the 
concept by introducing and exploiting domain ontologies which we believe have been demonstrated successfully at Ford. 
Further experimentation, larger KBs, and other legacy databases / applications are needed to test and improve the service 
based PLM concept.
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1. Introduction 

Public opinion refers to the society and politics attitude toward the social administrator in certain social space [1]. Public 
opinion online is called Internet public opinion.

There are three characteristics of Internet public opinion. First, Internet public opinion emerges rapidly, with great influence 
on society. Second, there are large amount of comments to the relevant news and hot topics. Third, different people may have 
different opinions on the same event due to their different position, personal quality and breakthrough point. 

Owing to the above three points, there are three kinds of requirement of monitoring Internet public opinion. First, New public opin-
ion should be found quickly. Second, the progress and change of public opinions should be tracked. Moreover, history and present 
public opinion situation should be displayed in various formats, so that the supervisor can analyze, research and judge them. 

There are several challenges in monitoring Internet public opinion. Technically, it is difficult to obtain a large number of relevant 
web pages rapidly at first. It is also difficult to judge the relevant degree of two text sections. Moreover, it is difficult to process 
the public opinion change quickly, because the web pages are enormous in quantity and processing speed is one bottleneck. 

Traditional way that public security department processes Internet public opinion is manual, which results in waste of man-
power, limited speed of information processing, relatively narrow goal range to research and judge, single form, slow response 
speed, hard to find relations among information.

In this paper, one new way of monitoring Internet public opinion is proposed, and the corresponding system is designed and realized. 

The remainder of this paper is organized as follows. Section 2 discusses the source and concepts of topic detection and track-
ing. Section 3 describes the architecture of the system. Section 4 proposes the features of the system. Section 5 discusses 
system evaluation. Section 6 summarizes current work and outlines future work.

2. Topic detection and tracking

Topic Detection and Tracking (TDT), originally introduced by Defense Advanced Research Projects Agency (DARPA), is 
a research program concerned with organizing a stream of broadcast and print news stories by the events that they discuss 
[2]. TDT encompasses several tasks, but one of them requires that a system gather arriving news stories into clusters that 
correspond to real-world events. That task is known in the community as either ‘cluster detection’ or just ‘detection’.
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Topic detection and tracking has been widely studied for years [2][3][7][8]. CMU (Carnegie Mellon University) and Umass 
(University of Massachusetts) have carried on similar research, and have obtained the positive appraisal [2] [3] [4]. 

2.1 Event detection 
Event detection can be defined as ‘discovering new or not found event in continuous bunch of news’ [4], divided into retro-
spective detection and online detection. 

2.2 Event tracking 
The purpose of event tracking is to sort out following text in previous event [2]. It is a kind of application with categorized 
files. CMU adopted kNN classification (k-Nearest Neighbor Classification) to do this, and changed kNN in general M-way 
into 2- way kNN [3]. 

2.3 Web page cleansing 
The purpose of web page cleansing is to improve the efficiency of the entire system by means of removing html tags.

3. The architecture of IPOMS

In this research, we improve the previous work on topic detection and tracking, and represent the result in Internet browser. 
This system mainly includes spider, web page parser and detection and tracking tool. Figure 1 illustrates the system archi-
tecture of the IPOMS.

3.1 Spider 
We adopt the network spider to crawl web pages. Most TDT systems are designed for analyzing news stories, which are very 
“clean”. This system can collect web pages from several news sites and big forums.

3.2 Web page parser
The collected web pages are in many formats, such as html, shtml, php, which influence the quality of outcome and the ef-
ficiency of the entire system, the collected web pages should be cleaned immediately. The main function of the web page 
parser is to remove ‘noise’ in web page, leaving web page link, head, title, time, text and first-level title. 

We adopt the method of DOM (Document Object Model) tree [4] to get link, title, time, first-level title and text, combining 
with the method of Embley [5]. We adopt web page parser to construct a DOM tree, set the sub-tree number with maximum 
covered area number, search the tree with depth first search method, and write the detected text in document. If the leaf node 
is null, no content is written, else if the leaf node is ‘\ n’, blank is written, which means it has relation with the previous text. 
When the text under a text node is searched, a tag is written in document, which means the partitioned tag with another sec-
tion. The first-level title is written in document, under the head, with a “*” as a tag. The tracking and sectioning of text area 
are shown in Figure 2. 

Spider

Parser

Classify Summarize

Document 
informationInterface

Internet

Figure 1. The architecture of IPOMS
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3.3 Topic detection and tracking tool
3.3.1 Sensitive word list and degree
According to the sensitive words that public opinion experts provide, we build one sensitive word list, and then set the degree 
for each sensitive word (according to its importance, sensitive degree), and some of them are set as keywords.

3.3.2 Document vector model
With TF-IDF (Term Frequency-Inverse Document Frequency) method, we transfer text into vectors. Calculate formula is 
shown in formula 1: 

ij ij iw tf idf= ×  (1)

wij stands for the weight of word i in file j. tfij stands for the frequency of word i in file j. idfi stands for the reciprocal of the 
file frequency of word i. 
To strengthen the importance of one keyword in critical location, we enhance the weight of keywords that appear in head, 
title, first-level title of that web page. 

3.3.3 Cluster
We adopt the method CMU proposed to cluster the vectors [2]. First we calculate the similarity degree between every two 
vectors. We adopt cosine formula to calculate similarity degree: 
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sim(x,c) stands for the similarity degree between the vector x which comes from a new text and a cluster c, wjx stands for the 
weight of word j in cluster c, M stands for total amount of words in the vector space.
We adopt the k-means method to cluster the vectors [5] [6].

3.3.4 Topic detection
Each cluster is viewed as an event, the average weight of which is then calculated. Firstly, we calculate the similarity degree 
between the vector coming from a new webpage and the existing average vector. 

Considering the importance of an event diminishing with the elapsing time, and the same key word may have a completely 
different meaning, we adopt the time span calculation method. The calculation formula is shown as below:

( ) 1 max{(1 ) s ( , )}
i window

i

c

kscore x im x c
m

∈

→ →

= − − ×  (3)

In this formula, x stands for a new document vector, ci stands for the number i cluster in the time area, i stands for the total 
amount of vectors in the vector space, k stands for the number of added document vectors coming between x and the latest 
one. If the outcome score is greater than the default value, the new file is viewed as one new topic. 

Figure 3. shows topic detection flow. 

Figure 2. Tracking and sectioning of the text area
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3.3.5 Topic tracking
If the similarity degree between the vector coming from a new web page and one of the existing average vectors is lower 
than the default value, the new vector is viewed as the part of the existing topic. 

This is a category process, and we adopt the k-d tree method to do this [7]. The time complexity is more competitive than 
kNN method [7].

Figure 4 shows topic tracking flow. 

4. The features of IPOMS

IPOMS has four main features as follows.

1. It can grab web pages from web news sites and forums, which expands the range of monitoring.

2.  In the step of parsing web page, it can transfer web pages into different formatted text files, and get web links, head, title, 
time and first-level title out of the text files. This step can improve the efficiency and accuracy of processing text.

3. It adopts the algorithm of k-d tree instead of kNN, which improves the efficiency of the system a lot.

5. System evaluation

5.1. Evaluation criterion 
The (CDet)Norm evaluation metric which is widely used in TDT methods is used to evaluate the performance of our system. 
System performance, the miss probability and false alarm probability of the topic i (i =1, 2, …, tn, tn is the number of topics) 
are defined as follows: 

undetected stories about topic iMiss
total stories about topic ii =  (4)

false stories detected about topic iFA
total false stories about topic ii =  (5)

The average miss probability, average false alarm probability and (CDet)Norm  are shown as below: 
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P Miss tn=∑  (6)
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CMiss and CFA are the cost of miss and false. PTarget is the prior probability of miss and false of target topic, P-Target = 1– PTarget .  
CMiss, CFA and PTarget  are preseted, and the values vary in different methods. In this paper, these values are 1.0, 0.1 and 0.02.

5.2 Experiments
This research adopts the data from sogou lab, which includes 13,560 Chinese reports from October 1, 2007 to March 30, 
2008. We consider the first 1,000 stories and corresponding topics as the training linguistic data, and consider the remaining 
12,560 stories as test linguistic data, and these stories belong to 20 topics. 

The miss probability is 0.3550, the false alarm probability is 0.0097, and ( )Det NormC is 0.4012. 

(1) Spider 

Figure 5 shows the output of spider.
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(2) Html parser

Figure 6 shows the output of html parser. The results include link, title, first-level title, and text.

(3) Vectors 

Figure 7 shows the vectors.

 (4) Clusters

Figure 8 shows the output of clusters.

Figure 5. The output of spider

Figure 6. Parsed text

Figure 7. Vectors
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6. Conclusions 

In this paper, we adopt the method of topic detection and tracking, and propose a system which can efficiently monitor the 
public opinion. This system extends the range of monitoring web, improves the efficiency with web page parser and k-d tree 
algorithm. The results show that the system can help the supervisor track the progress of hot topics.
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1. Introduction 

Arabic is a language that is being increasingly used by Internet users despite many significant problems. First time 
users face many difficulties when trying to read Arabic web sites. In major part, these difficulties arise from the way of 
representing Arabic in multiple character sets and the characteristics of the Arabic script itself [1]. 

With the extremely rapid growth rate of the Internet and the spread of textual information in a whole host of languages other 
than English on the web, retrieval of documents in these languages is becoming problematic more and more. Rules, theories, 
algorithms, and retrieval methods designed and developed for English and other morphologically similar languages may not 
necessarily apply in different linguistic environments. In the context of languages that differ fundamentally from English in 
morphology and word-formation rules, the problem tends to be even more exigent. Being the essence of written and spoken 
information queries, words are hugely the most important elements of expression and are the building blocks of meaningful 
information exchanges [2].  

Initially, most of the available electronic databases were in English. Search and retrieval software, indexing methods, 
and user interfaces were designed specifically for this language. Since English is no longer the sole language used on 
the Internet, Information Retrieval (IR) systems have been developed for languages other than English. In tandem, 
search engines were being progressively modified to handle these languages [3][4][5]. Traditional IR environment 
and popular search engines face real challenges when Arabic is the language used due to the radical differences in 
morphology and words formation rules between Arabic and English. These rules are based on a root and pattern sys-
tem that has been long thought to be a major factor in hindering IR operations. Finding all possible words that have 
a common Arabic root might not necessarily lead to better IR performance. Despite the use of advanced word stem-
ming and root extraction algorithms in Arabic IR field, researchers still fail to answer many questions [6]. This paper 
investigates the handling of Arabic words in English and Arabic search engines. Retrieval environment is represented 
by Google, Yahoo, Al-hoodhood, and Ayna. Also, it presents specific approaches to assessing stemming and root-based 
retrieval methods to lodge the peculiarities of Arabic word formation rules within the skeleton of this environment. 
The following section will briefly present the information retrieval. Search Engines will be described in section 3 and 
the implementation that has been conducted will be dealt with in section 4. Experimental designs and their results are 
discussed in section 5, while section 6 gives the concluding notes of this work. Finally, some suggestions for future 
work will be highlighted in section 7. 
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 2. Information Retrieval (IR) 

Up until the 1990s, efforts of specialists in Arabic computing concentrated on presenting the language in a computer envi-
ronment and finding solutions for display and coding problems. In the early 1990s, interest in Arabic IR became visible and 
research was conducted on the automation of Arabic online library catalogs and on IR issues [6]. IR involves many strategies 
each of which comes with its own features that can be used to retrieve information efficiently. Boolean Search, Serial Search, 
and Cluster-Based Retrieval are among these strategies [7]. 

Compared to English, redundancy in Arabic was assumed to be higher, because Arabic words are derived from roots according 
to certain patterns, depending on fixed rules, in addition to suffixes, prefixes and infixes [3]. Also by comparing the results 
with these from research on English, Arabic was found to have a greater redundancy, and the average word length for Arabic 
is greater than English, making Arabic potentially more compressible than English [6].  

Root indexing was used to index Arabic documents because root indexing increases recall and circumvents composite prob-
lems created by Arabic morphology. A root index term would retrieve all variations of this root and abolish the need to use 
complex queries while searching [8]. 

3. Search Engine 

Search engine technology has to advance hugely in order to keep pace with the web growth. Examples of web growth include 
the increased number of web pages, documents and web queries posted on the Internet [9] [10]. 

It is not easy to evaluate the information retrieval system for the World Wide Web (WWW) environment. The difficulty 
originates from the lack of standard test data and it can also be attributed to the highly subjective nature of the conception of 
relevancy of WWW pages retrieved in relation to the user’s information needs [11]. 

Precision is always reported in formed information retrieval experiments. However, there are variations in the way it is 
calculated depending on how relevance judgments are made [12] Search engine stability problems were investigated in 
several studies performed by Bar-IIan, and several measures to evaluate search engine functionality over time were outlined 
in these studies [12]. Bar-IIans’ measures are based on the technical relevance concept which is the document defined to be 
technically relevant if it fulfils all the conditions posed by the query [13]. For the purpose of updating search engines, a tool, 
generally called a spider, is used. Spiders clean hundreds of thousands of pages a day. To find information independently, 
many spiders also track the links on a page hence it is possible for a spider to index a web site even if that web site was not 
submitted to the search engine [14]. 

A search engine such as Google is designed to avoid disk seeks whenever possible, and this has a substantial effect on the 
design of data structures [15] [16]. In Google, several distributed crawlers do the web crawling (downloading of web pages). 
Web crawling is the backbone to the search engine. There is a URL (Uniform Resource Locator) server that sends lists of 
URLs to the crawlers to be fetched. Fetched web pages are then sent to the store server which then compresses and stores 
the web pages into a reservoir [17]. 

They may only use a small database from which  to create a set of results to the users (Yahoo for example only in-
dexes a very small proportion compare to a billion pages indexes by Google) or they may not be updated particularly 
quickly (All the web is updated every fortnight or so, while Google is updated monthly). These spider programs may 
not be very fast, which means that their currency might not be a real reflection of the state of play on the Internet 
[8] [18].  

4. Implementation 

In this research study, four search engines were selected in order to sustain a good comparison for Arabic keywords. 
Of the search engines selected, two are general search engines (Google [19][20][21][22] and Yahoo [23]) while the 
remaining are Arabic language search engines (Al-hoodhood [24] and Ayna [25]) that employ stemming and root in-
dexing. These search engines were chosen because they are broadly used as general search engines. The test included 
using these search engines to search for a specified word, search for a specified word by its root, and then evaluating 
the stability of each search engine in terms of the number of retrieved pages and the order of each one. Search was 
designed to compare the performance of Google with Yahoo, Al-hoodhood and Ayna, and evaluate stemming as an 
alternative to root retrieval. Experiments were conducted using a computer with 1.7 GHz processor, 256 MB RAM, 
and windows XP operating system. 
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5. Results and Discussion 

This study has been conducted in two phases. The first part was intended to determine the speed of loading results. In this 
phase, after selecting twenty different Arabic words (each with its root); each word was entered as an input in the four se-
lected search engines simultaneously. A record was kept for the total number of pages resulted and the retrieval time. Table 
(1) shows the selected (20) words which were entered simultaneously to the four search engines and the number of results 
from each search engine with the relative time spent for searching and retrieving the results.  
This process was repeated for the roots of the selected words (as shown in table 2). The purpose of 

this phase was to maintain a good comparison between the selected search engines in the number of retrieved pages and time. 
To achieve this, the total number of retrieved pages (Total-Pages) was calculated by summing up the number of the retrieved 
pages for all the entered search keywords. Similarly, the total time of retrieving (Total-Time) was calculated by summing 
up the time required to retrieve each keyword. Then, Total-Pages were divided over Total-Time and the results obtained 
were collated in an ascending order for the four search engines to know which of the selected four search engines is faster 
in retrieving (the first one is faster than the second and so forth).  

In the second phase of the work, five words were taken out of the selected 20 words with its roots. Each of the five words and its 
root were entered simultaneously into the selected four search engines and the process was repeated for ten weeks. A record was 
kept for the first twenty retrieved pages resulted for every week of the ten weeks period. The retrieving time was omitted at this 
part of the study as the aim of this phase was to compare the selected search engines from the results retrieval stability standpoint. 
Table (3) illustrates the stability of each search engine in terms of the number of the retrieved web pages for each word of the 
selected five words. Whereas tables (4 and 5) and figures (1 and 2) show the stability of each search engine in terms of the order 
of the retrieved web pages for each word of the selected five words. Figures in tables (4 and 5) were calculated by taking the first 
twenty pages resulted in the first week as a measure to assess how stable the search engine was in retrieving the same web pages 
in the coming weeks. For example, as it is clear in table 4, in the second week, Google retrieved eleven pages from the twenty that 
were retrieved in the first week; while Yahoo retrieved only four. Al-hoodhood retrieved 20 and Ayna retrieved 13 for the same 
week. These results underline two points; one is that Al-hoodhood and Ayna are more stable than Google and Yahoo. The other 
is that Google and Yahoo are more flexible in updating their databases (by adding new pages for the same subject).  

Google Yahoo Al-hoodhood Ayna

Results Time (sec.) Results Time (sec.) Results Time (sec.) Results Time (sec.)

2,630,000 0.55 1,480,000 0.22 41,904 2.000 3,182,550 0.991

531,000 0.37 338,000 0.14 13,007 1.000 641 0.7369

810,000 0.35 291,000 0.17 1,879 1.000 599,270 0.5383

625,000 0.38 342,000 0.11 8,058 1.000 715 0.2934

1,620,000 0.18 621,000 0.13 10,543 1.000 1,308,300 0.4291

378,000 0.17 300,000 0.17 8,715 1.000 5,366,480 0.4687

2,260,000 0.19 1,060,000 0.17 29,384 1.000 5,488,980 0.2081

109,000 0.21 59,400 0.10 11,480 1.000 326 0.4435

320,000 0.02 213,000 0.16 3,728 1.000 1,058,400 0.3454

227,000 0.08 348,000 0.12 4,298 1.000 301 0.2497

20,000 0.36 8,190 0.45 158 1.000 182 0.0489

835,000 0.90 456,000 0.12 12,210 1.000 15,224,790 0.396

8,400,000 0.35 7,290,000 0.15 281,677 1.000 26,972,050 1.154

3,240,000 0.55 1,850,000 0.10 19,879 1.000 11,157,300 0.2697

1,490,000 0.53 725,000 0.08 7,249 1.000 3,369,240 0.2071

11,700,000 0.07 4,770,000 0.12 124,130 2.000 68,771,010 0.2313

23,000,000 0.64 18,600,000 0.11 50,881 1.000 69,492,290 0.308

11,600,000 0.49 4,530,000 0.10 22,911 1.000 7,636,160 0.2994

3,600,000 0.57 5,240,000 0.11 28,853 1.000 8,698,480 0.2855

9,220,000 0.34 3,460,000 0.12 69,798 1.000 25,194,820 0.1831

Table 1. Loading speed of the selected search engines on Arabic Keywords
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6. Conclusion 

Analysis of tables 1 and 2 was performed by summing up the results of each search engine and dividing it by the 
sum of the retrieving time. (Bil, u can delete this green bit because there is no need to repeat the procedure in 
conclusion section) It is concluded that Google is the best search engine in dealing with Arabic keywords. Yahoo 
is the second, while Ayna comes third and Al-hoodhood is the last one. The results show that Google is faster and 
can retrieve a large number of results comparing with others; also they reflect that although there are search en-
gines specialized in Arabic keyword, they still have limited abilities in comparison with the general purpose ones 
(Google and Yahoo). 

Analysis of table 3 revealed that Google is the best search engine when it comes to dynamic update of web pages with stabil-
ity in dealing with Arabic keywords. Yahoo falls behind Google in the second position to be followed by Ayna which comes 
third while Al-hoodhood is the last one (no update occurred in Al-hoodhood during the search time). These results clearly 
sho w that Google is capable of rapid dynamic updating to its database in a short time compared with other search engines. 
Similarly, it is easily concluded that Al-hoodhood is the slowest one in that update. 

Conclusions drawn from analyzing tables 4 and 5 are compatible with the above and demonstrate that Google is the best 
search engine in maintaining the retrieval of the same results from week to week with dynamic update of web pages in deal-
ing with Arabic keywords. Again, Yahoo follows Google as the second; while Ayna comes third leaving Al-hoodhood sitting 
at the bottom as the fourth (no update occurred in Al-hoodhood during the search time). 

Google Yahoo Al-hoodhood Ayna

Results Time (sec.) Results Time (sec.) Results Time (sec.) Results Time (sec.)

3,490,000 0.45 2,720,000 0.11 78,448 3.000 4,975,460 0.2354

4,080,000 0.44 2,920,000 0.23 87,941 4.000 5,375,300 0.2518

1,650,000 0.09 730,000 0.16 11,548 1.000 2,130,520 0.227

9,520,000 0.14 4,310,000 0.27 210,369 9.000 45,192,700 0.8705

624,000 0.26 266,000 0.22 5,301 1.000 676,690 0.5099

2,790,000 0.11 1,240,000 0.20 43,565 2.000 2,681,770 0.1814

1,530,000 0.43 947,000 0.11 26,478 2.000 2,329,950 0.4935

28,800 0.12 23,800 0.38 156 1.000 86 0.2234

331,000 0.14 240,000 0.15 3,661 1.000 415 0.708

5,250,000 0.24 3,440,000 0.27 149,919 7.000 12,096,630 1.7774

403,000 0.18 280,000 0.13 6,412 1.000 886,410 0.2275

6,800,000 0.04 3,850,000 0.27 89,188 1.000 15,803,970 0.6742

10,400,000 0.04 5,222,000 0.24 304,339 1.000 33,520,410 0.504

1,730,000 0.26 1,090,000 0.18 18,752 1.000 10,378,200 0.3234

1,180,000 0.28 755,000 0.21 26,647 1.000 941,290 0.2456

17,000,000 0.19 7,330,000 0.09 140,149 2.000 74,913,160 0.1938

20,200,000 0.51 8,630,000 0.15 39,221 1.000 70,907,410 0.4054

2,940,000 0.25 1,620,000 0.22 42,182 2.000 186 0.0449

19,500,000 0.37 12,900,000 0.03 291,731 15.000 91,490,840 0.5056

1,520,000 0.34 982,000 0.20 44,441 5.000 5,410,090 0.3271

Table 2. Loading speed of the selected search engines on Arabic roots
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Google Yahoo Al-hoodho Ayna
Week1 403,000 280,000 6,412 886,410

Week2 445,000 329,000 6,412 1,046,640

Week3 493,000 238,000 6,412 677,670

Week4 482,000 252,000 6,412 1,335,250

Week5 667,000 338,000 6,412 1,335,250

Week6 510,000 240,000 6,412 1,335,250

Week7 402,000 220,000 6,412 1,214,710

Week8 475,000 304,000 6,412 1,089,760

Week9 462,000 335,000 6,412 861

week10 423,000 300,000 6,412 862


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



          


    





Table 3. The stability of the four search engines on the selected 5 words in terms of retrieved pages




  
    
    
    
    
    
    
    
    
    
    
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  

 

    
    
    
    
    
    
    
    
    
    

    
    
    
    
    
    
    
    
    
    
    

    



       











          


    





Table 5. The stability of the four search engines on the 
selected 5 roots in terms of the order of retrieved pages




  
    
    
    
    
    
    
    
    
    
    
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  

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    
    
    
    
    
    
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Figure 1. The stability of the four search engines on the selected 
5 keywords in terms of the order of the retrieved pages
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Figure 2. The stability of the four search engines on the 
selected 5 roots in terms of the order of the retrieved pages
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Table 4. The stability of the four search engines on the 
selected 5 keywords in terms of the order of retrieved pages

Al-hoodhood
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7. Future Work 

Research ideas are plenty in the web search engines’ rich environment. There are many issues that need to be looked at when 
attempting to define new methods to search the web in a more meaningful way. Recommendations to addressing present and 
future issues in developing a web search are:  

1 Design a smart algorithm to decide what old web pages should be re-crawled and what new ones should be crawled.  

2 Developing a metasearch engine that improves the efficiency of web searches by downloading and analyzing each 
document and then displaying results that show the query terms in context. This helps users to more easily decide on the 
relevancy of the document without having to download each page.  

3 For solving Arabic language problems, Unicode must be possible to be handled, which is just one out of several possible 
encoding sets. 

4 Supporting query refining.  

5 The addition of more search engines together with using additional samples in the experiments. 
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1. Introduction

Information technology has become an essential tool as well as the means for a large sector of users and facilitates the daily 
lives in every area. It is one of the most prominent resources in the modern era, which many people tend to depend.

The use of computers at the beginning of the evolution of information technology was limited to a few groups of specialists 
in research centers and scientific laboratories due to the cost and lack of the knowledge of its use. With the lower cost of 
computers and increased specialists in many sectors, the use of computer has expanded to include many applications in gov-
ernment and private agencies. The applications have potential to process voluminous data and the use becomes widespread 
and frequent. The availability and use of information systems and technologies has grown almost to the point of being com-
modity like in nature, becoming nearly as ubiquitous [1]. 

However, the use of computers in recent years has spread dramatically to become part of the lives of individuals as well. The 
reason behind the widespread of the computer in recent years is the global networking of computers, “the Internet”. Although 
we all live in the information age, there is an unequal participation in the societies and countries due to skewed deployment 
of information technology. The people who use the technology now face a variety of obstacles and issues. Many organiza-
tions and countries suffer from several problems in dealing with technology; and, Saudi Arabia is not in isolation from these 
problems, and it is facing many of them. 

2. Extracting efficiencies and synergies in Information Technology 

Thus, to promote the application further and to offset many limitations, the difficulties are being now documented at many 
organizations and countries. As countries differ significantly in terms of the nature and magnitude of the problems, researches 
studied the difficulties independently. 

Even the Information and communication technology (ICT) is flourishing in the Arab world at a rapid pace, the ICT imple-
mentation is not going smoothly or without major problems that hinder and slow down the progress in many countries in 
the area. [2]. With the emergence of an expanding interdependent global economy, information systems (IS) strategists need 
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to face the challenges of internationalization. The growth of multinational business has led many corporations to support 
significantly high level of IS operations and IS applications in Arab countries. [3]. 

The survey by Tiamiyu [4] (2009) revealed that in Nigeria due to either lack of computing technologies in most of the agencies 
or of their ineffective exploitation, the majority of the personnel were, still unaware of, or unimpressed by, the productivity 
potentials of using computers. There is a considerable pressure on most organizations to make their operational, tactical and 
strategic process more efficient and effective. [5].

The preceding discussions on information technology problems lead to understand us in two directions. First, is the existence 
of the problems across countries and second is the variance in the problems among them. This, it is imperative to discuss 
each country’s problem in their own perspective based on empirical data.

3. Information Technology Architecture 

Huber [6] suggests that Information Technology (IT) is a variable that can be used to enhance the quality and timeli-
ness of organizational intelligence and decision making thus promotes organizational performance. However, Huber’s 
analysis was offered at a time when IT was making its first major inroads into organizational life and subsequently the 
researchers have extended and updated Huber’s research. It was applied to the examination of organizational function-
ing by describing the impact of IT on a broader array of organizational characteristics than was addressed in Huber’s 
work. [7].

The information technology measurement framework was proposed by many researchers such as, Markless and Streatfield, 
[8], Mendonca et al., [9]  and Kaplan and Norton [10, 11, 12]. These initial frameworks need to be assessed and implemented. 
Keeping in view of the localization and its influence, we believe the significance of generating local framework to address 
the national characteristics. In order to offer a more encompassing view of IT and organizational functioning, we examine 
IT as a moderator of the relationship between organizational characteristics and several organizational outcomes, most im-
portantly, efficiency and innovation (See Figure 1). The characteristics and capabilities of countries can be determined by 
the two levels of Technology extraction, viz., high and low. It is tangible to conclude that the high extraction leads to higher 
degree of efficiency, knowledge codification and innovation. On the other hand, failure of extraction will have a bearing on 
the execution of technology. 

The framework proposed will enable to draw a plan of understanding the IT implementation in nations such as Saudi 
Arabia. 

Characteristics 
and capabilities 
of end users in 
societies and 
countries  

 
 
Enabling Efficiency 
 --------- 
Codifying Knowledge 
and Technology  
------------------- 
Innovation 
 

Delay in 
Execution 
of 
Technology  

High 
 
Low 

Technology 
extraction levels  

Figure 1. Role of Information Technology in the contribution to countries 
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4. Research Problem

It is clear from any questions that the information age is the reality and both public and private institutions are experiencing 
an increase in the use of a variety of information technologies (IT). Realistically, it has become nearly impossible for an 
individual or country to work without the use of one or more IT. From the period of the application of IT, it is viewed as the 
means for addressing the organizational challenges. However, it is the pertinent to pose a question – whether the application 
and exploitation is equal across countries. If not, what mechanisms need to be introduced to track the problems and how the 
local conditions can be monitored and recorded for proposing remedies?

The gap and the problems that exist in the societies and countries in terms of the effect and implementation failure were 
extensively treated by Gottschalk, [13, 14, 15], Boar [16] and Lee and Bai [17]. 

There are multiple, interrelated issues which impact effective IT implementation in Saudi Arabia. These issues must be 
identified and addressed before an IT implementation model for Saudi Arabia can be developed.

5. Research community and the data for the study

The research community focused in this study consists of computer system operating users located in the government 
as well as private sectors. We have limited our study to nine organizations that include the government sector and 
private sector. 

A total of 120 questionnaires were distributed during the period April, 2009, and collected on various dates in May, 2009. 
These One hundred and twenty questionnaires were distributed in 9 organizations. In addition, several initiatives were taken 
to ensure a satisfactory response rate such as: the front page emphasized the assurance of respondent’s confidentiality; the 
number of questions was limited to fit a four-page layout. Also, only necessary and relevant questions were asked to avoid 
redundancy and to maintain reliability. 

Our study has two divisions as follows:

1 - The first part deals with the basic data of the members of the community study.

2 - The second part deal with – IT work and service that is divide into nine sections as follows:

 - Consists of six questions of data management and data infrastructure.

 - Consists of three question of personal computer and operating system 

 - Consists of five questions of collaboration tools.

 - Consists of five questions of enterprise applications 

 - Consists of six questions of networking and communications 

 - These Section of security divide into two part:

 -Consists of four questions about some application of security apply in its organization.

 -Consists of eight questions about some problem in security facing Daly while they work.

 -Consists of three questions about software and web development.

6. Data Analysis 

The data extraction through the respondents was carried out in a longitudinal study. The user population has the following 
types and characteristics.

6.1 User population 
The studied users have heterogeneous characteristics. In information access, use and exploitation, the research literature has 
identified two classes of end-users. These two classes of end-users such as ‘proficient’ and ‘novice’ have significant impact 
on the analysis of results. There is a wide variation between these two types with respect to their characteristics.  

The Characteristics and Definition of Proficient and Novice: The proficient not includes the factor, ‘experience’ rather it denotes 
the extent of ‘ability’ the end users have. It happens that many experienced users do not possess skills and techniques in the 
implementation of information technology. In many organizations, the entry-level users score over others. The classification 
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for this study is thus the division of them in to the above two categories. To ascertain their levels, the division head is asked 
to specify the levels of them. The table 1 reflects their categories. 

Total Novice Proficient

Area- Hardware 

Type - Novice 

Proficient

19 11 8

Area - software 

novice 

Proficient

31 7 24

Area - networking 

novice 

Proficient

25 6 19

Area - services 

novice 

Proficient

2 1 1

Area - manager 

novice 

Proficient

5 1 4

Total 82 26 56

Table 1. Classification of IT implementers 

The classification of the users is based on the decision of their respective division heads as they assess the IT implementers 
for a longer period. The table 1 indicates the number of implementers in five identified areas. 

Measure Factor Loadings t-value 

A. Data Management and Data Infrastructure 
(n=82 )

Difficulty in back-up of data
(valid =81; Missing = 1)

.59 12.15

Difficulty in Data Recovery
(valid =79; Missing = 3)

.59 18.32

Difficulty in Data Security .62 18.76

Supporting for business intelligence using data
(valid =80; Missing = 2)

.91 22.43

 Supporting from data centre for data analysis
(valid =80; Missing = 2)

.61 17.59

B. Personal Computer and Operating Systems

Convenient type of computer to use .88 20.24

Prefer operating systems:
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Limitations in using the OS they have
(valid =78; Missing = 4)

.63 17.65

Collaboration Tools

Using E-Mail Client: .79 19.54

Using Web Presentation Software
(valid =78; Missing = 4)

.69 17.82

Using Spreadsheets .68 16.82

Using Word Processing .87 19.85

Enterprise Applications

Using ERP application:
(valid =79; Missing = 3)

.64 16.42

Using of Workflow Management tool
(valid =80; Missing = 2)

.62 16.98

Document management tool
(valid =80; Missing = 2)

.74 16.72

Using Groupware .57 14.54

Networking and Communications

Using LAN: .66 18.02

Using WAN: .62 17.76

Using Ethernet .61 17.52

Using Network Interface Cards
(valid =76; Missing = 6)

.60 16.85

Using VPNs
(valid =74; Missing = 8)

.59 16.86

Security

Using Encryption applications .73 17.45

Using Digital Signatures application .59 18.64

Using E-commerce Security applications .61 19.49

Experienced Intrusion problem .86 19.05

Experienced Tampering problem
(valid =68; Missing = 14)

.73 16,88

Experienced Virus problem .82 17.52

Experienced Spyware problem .65 14.62

Experienced E-mail Fraud problem
(valid =64; Missing = 18)

.77 18.68

Experienced Phishing problem .66 17.56

Software and Web Development
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Using ASP, PHP, HTML,XML Applications / Languages .58 16.96

Using Java, Middleware Applications / Languages .52 15.76

Using Programming Languages .51 15.46

Storage Management

Prefer storage managements to store data .86 18.96

Network Management 

Difficulty in network technology .65 18.52

Fit indexes

Goodness-of-Fit Index (GFI) = .91

Adjusted Goodness-of-Fit Index (AGFI) = .89
t values are significant at p < .05

The t values are measured at where valid data is total sample.

Table 2 - Factor Analysis Data

6.2 Measurement Issues
The total factor analysis data is given in the table 2. All scale items of the data about implementers were measured with a 
2-level scale, ranging from ‘difficulty’ and ‘no difficulty’, largely on the basis of validated scales. The operation  was largely 
based on an instrument from Ad de Jong and others’ tolerance model. [18] (2003). The usefulness and ease-of-use scales 
were measured using a scale designed initially by Davis [19] (1989). Innovativeness and risk aversion were measured using 
items from a scale developed by Grewal, Mehta, and Kardes [20] (2000). However, the scale of Ad de Jong was modified 
by this study as Jong has employed a 7 point scale.

For the factor loadings, two systems were used to test the factors and item loadings of the scale constructs. We first used the 
coefficient and the factor structure (through principal component analysis) for all the scale items simultaneously. The fac-
tor structure was achieved with items loading on the assumed dimensions. In addition, we performed a confirmatory factor 
analysis (CFA) In addition the fit indexes of the proposed factor model, construct reliabilities of the scales, and confirmatory 
factor loadings with t-values for each item are represented in Table 2. The proposed factor model generated indexes as de-
fined below that reads two measures called the Good fit (Goodness-of-Fit Index [GFI] = .91 and Adjusted Goodness-of-Fit 
Index [AGFI] = .89.

The factor loads are tested by different researchers earlier that used the coefficients. According to Nunnally and Bernstein 
[21], if the Coefficients of all measures were equal to or greater than .80, then it implies that reliability which is deemed ac-
ceptable (Nunnally and Bernstein 1994).

In addition, Chi-square difference tests with 1 df were used to test for unity between pairs of constructs. All tests were sig-
nificant at the .05 significance level.

As the general over all aim of the work is to study the problems and limitations of the use of IT which was made into operation 
as a given users deployment and problem levels. Each respondent was asked to indicate how many times he or she actually 
used a specific IT application and what is the level of the problem in usage. 

The supplementary testing was carried out to reinforce the inferences. We have used the confirmation of the division leader 
about the views and scores given by the participative users. Besides, a comprehensive list of 20 software applications was 
drafted, and  individual team members were asked to indicate (a) which three IT applications they used most frequently and, 
consequently, (b) their usage rates for these applications. The group-level variable inter-team network concerns a dummy 
indicating whether a team participated in a network of multiple teams. Finally, the demographic variables computer training, 
work training, and age served as control variables when testing the data.
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Variable Mean 1 Mean 2 SD 1 SD 1

Data Management and Data Infrastructure 36.3 63.2 0.32 2.45

Personal Computer and Operating Systems 37.33 62.66 0.21 2.43

Collaboration Tools 73 27 5.65 0.75

Enterprise Applications 46.66 63.34 1.22 3.45

Networking and Communications 53 47 2.33 1.3 5

Security 37.8 62.2 1.33 2.67

Software and Web Development 72.3 37.7 6.54 0.65

Storage Management 70.7 29.3 7.54 0.23

Network Management 25.6 74.4 0.69 2.45

Mean 1 and Mean 2 denotes the Bi-variable either ‘yes’ or ‘no’

Table 3 - Group level correlations 

Table 3 indicates means, standard deviations, and individual-level as well as group-level correlations between levels of IT 
problems as identified by the users either as low or high. In the research on averages, the issue is that corrections for individual-
level measurement error should be made first, before comparing individual and aggregate-level correlations [22] (Ostroff 1993). 
Therefore, we calculated individual- level correlations between the antecedents and IT adoption variables after increasing the 
reliability for those level constructs that had lower reliabilities. Overall, the results indicate some increase of the individual-
level correlations but do not imply major changes in the magnitude differences between the two levels novice and proficient. 

When analyzing the group level outcome measures, group user preferences and the ratings measured on the two point scale, 
ranging from difficult to no difficult which was gathered from the users expression. Table 3 represents the overall means, 
standard deviations, and the correlations between the adoption level of standardized and customized IT problems and dif-
ficulties and the outcome variables are presented.

IT problems Standardized 

Variables Coefficient (SE)a ∆ Magnitude Coefficientb

Data Management and Data Infrastructure –.130 (.124)

Personal Computer and Operating Systems .098 (.059) .332

Collaboration Tools –.172 (.095)

Enterprise Applications .049 (.068)

Networking and Communications –.046 (.166) .225**

Security 2.122 (.133) .345*

Software and Web Development –.104 (.078)

Storage Management .112 (.124) .184*

Network Management –.054 (.096)

a. Standard errors are in parentheses.

b. Differences in magnitude between individual-level and group-level coefficients were tested by means of raw-score 
analyses and reflected by the presented group-level coefficients.

*p < .05. **p < .01.
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Table 4 Multilevel Analyses 

The results of the multilevel analysis are presented in Table 4 for the nine identified information technology issues. To begin 
with, the coefficient values show that team members’ perceptions of difficulties stand varied levels. The standardized errors  
encompass a considerable part of between-groups variance. Regarding the possible impact of one limitation on other, strong 
positive effects exist of the individual-level within a group of problems, which implies that homogeneity exists among the 
group of problems. Furthermore, it appears that individual- level perceived problem is not significantly related to team mem-
bers’ perception level, whereas it shows a significant independent relationship of the problems in IT. These findings imply 
that heterogeneity also exists besides the general consensus on certain individual problems. This is perhaps due to the two 
divisions of novice and proficient users. In addition, individual-level ease of use has a positive impact on users’ perception 
of problems in IT, whereas no significant relationship emerges with respect to team members’ views.

7. Discussions

The preceding discussions shed light on the fundamental results that we obtained out of the statistical analyses of the perceived 
data of the Saudi Arabian users. Therefore, the following discussion will present the comprehensive results. 

In Saudi organizations, considerable interest for the implementation of information technology was shown, where evidences 
and the direct observation reflect. Some barriers were found which prevent the provision of adequate services. Further prob-
lems were seen such as - the lack of co-ordination within and between Saudi organizations, as well as issues associated with 
technical, behavioral as structural factors. Some of the results could be summarized as follows:

All Saudi organizations suffered from the absence of trained personnel with sufficient ICT knowledge, experience and skills 
to manage and use the information systems efficiently and too take the maximum advantage of the information technology.

The non-availability of information technology training programs and the absence of co-ordination among the organizations 
were the major problems in adopting the ICT in the country. In the government sector, most of employees in the IT are related 
to the network division (30.0%), and another one third (33.3%) belongs to IT hardware area whereas the in the private sector 
(mostly hospitals) the share is different as 40% belong to ‘network’ division and half (48.1%) are related to the software. 
This has some impact on perceived and documented implementation difficulties. In the private sector, the identified problems 
are lesser than government.   

8. Conclusion

The principal focus of this research was to determine what issues perceived as being the most problematic; and what is the 
magnitude with regard to IT planning, procurement, and implementation in Saudi Arabia. Each stage in the development and 
deployment process was viewed individually in relation to the fundamental issues in order to better understand the impact 
of each one on the process.

The changes in technology have considerable influence when viewed in the context of strategic national planning for IT. In-
formation technology, as a natural evolution is constantly changing. The issue of rapidly changing technology is also a major 
issue which we intend to address in the subsequent studies. It is evident that in the last decades the high rate of innovations 
in information technology replaces the old ones quite speedily replacing or enhancing previous innovations. The significant 
application of the information technologies is to make dynamic progress in the way we communicate and function. Quick 
innovations and strong systems can drive technology and the time available to understand and implement is less. The window 
for opportunity on the new and innovative is quite large. It is evidenced that the information technology is producing new 
hardware, software, network and systems. It is found that the fundamental breakthroughs in this arena occur at the astonish-
ing rate of 18-24 month intervals [23]. 

The considerable scale and range of investments required to raise Middle Eastern technology and innovation performance 
suggests policymakers should now explore new financing methods to build infrastructure and innovation capabilities. [24-
26]. Thus it is understandable that the technology certainly has serious ramifications for evolving strategic planning and 
decisions. It is the organizations who can take initiatives to build a strong and viable system for technology application and 
improvement which will enable the people to implement technologies with ease. 
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